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1. INTRODUCTION 

Effective systems for facial recognition and detection have been developed for various real-time applications. Because 

of the cloud, these systems were able to achieve high accuracy. Due to advances in the internet, major companies 

succeeded in applying and integrating significant facial recognition systems. However, due to the heavyweight issue, this 

facial recognition system cannot be used in mobile phones, embedded board systems, or IoT portable systems. To 

overcome this shortcoming, the field of artificial intelligence has focused on developing new techniques and 

methodologies. To make AI work with these potential applications, emotions need to be recognized from humans' faces 

in real-time [1]. 

ABSTRACT: Emotional face recognition is one of the most important tasks in the medical sphere and security. The 

paper is concerned with the problem of effective emotion detection by means of a Convolutional Neural Network 

(CNN) algorithm that was selected due to its capacity to handle spatial hierarchies of images data successfully. The 

study will attempt to create a user-friendly and real-time system that has the capacity to verify emotional scores based 

on facial expressions. The proposed methodology includes three major steps that include data preprocessing, 

classification and evaluation. The preprocessing of the image data is done by software and after that a CNN model is 

trained on the processed image data. The system was tested on several datasets, with a lightweight CNN giving an 

accuracy of 88.67 percent in the training and testing cases. Moreover, the model was compared as far as current 

emotion recognition techniques are concerned, showing better results in real-time tasks. The paper emphasizes the 

possibility of the CNN model being applicable to the real-world context especially in medical and safety sectors. 

Nevertheless, the study also defines the issues of data imbalance and the lack of multimodal methods that might be 

considered in the future research to increase the system strength and flexibility. 
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Emotional recognition is critical in facial recognition. Humans can recognize up to 60 emotions, and the primary emotions 

felt in the world are anger, surprise, happiness, sadness, disgust, and fear. To address these requirements, several cutting-

edge research proposals have been made for the emotional recognition problem. Based on a fusion of features and robust 

classifiers, deep models can localize and identify numerous facial behaviors [2]. However, these modern deep models 

may fail when direct frontal faces of illuminated images are not encountered. In addition, more research has been 

conducted with a main focus on extensive architecture. Most of the developed models take time to identify emotional 

states and consume many resources, including RAM, CPU, and computing resources. In real-time applications that 

necessitate real-time identification, the applications cannot identify emotions in real time, causing delays, degrading 

performance, and wasting resources. In low-power mobile systems and in security applications that utilize embedded IoT 

systems, these systems are incapable of being used. The prior speed of the real-time emotional recognition systems was 

40 ms per video on dataset sizes [3]. Most systems work well with heavy processing, are resource-consuming, and require 

large amounts of RAM and CPU capacity. Few methods include light processing that effectively identifies the emotional 

response [4]. The primary contributions of the proposed model are as follows: 

• Construction of a Lightweight CNN Model: The work presents the new CNN-based framework with the 

optimality on recognizing emotion faces, made to operate in real-time and with the use of limited resources. The 

model is very accurate and does not have many computations needs. 

• Real-Time Emotion Recognition: The proposed system is evaluated on various datasets that it is capable of 

recognizing and classifying facial emotions in a real-time varying accuracy of 88.67 which is higher than 

existing methods. 

• System Evaluation: The study gives a detailed consideration of the performance of the system as compared to 

the state-of-the-art methods, showing the benefits of the lightweight model to real-time applications. 

• Implications on Practical Applications: The proposed system has potential implications on real-life application, 

especially on medical and safety fields, where real-time and efficient detection of emotions are paramount. 

Though, a few methods have been suggested to recognize emotional face with the help of convolutional neural network 

(CNNs), there is a decisive gap in the provision of lightweight models that can run efficiently on resource-limited systems. 

The current systems usually take a lot of computer resources, and therefore, they cannot be used in embedded systems in 

terms of real time. Also, the literature has concentrated on large-scale models and has not given much attention to the 

practical implications of the implementation of emotion recognition systems in real-time and low-power settings. This 

study addresses this gap by creating a lightweight CNN model that is capable of guaranteeing high performance as well 

as computational efficiency in real-time recognition of emotions in faces. As the number of applications implementing 

real-time system has been increasing in many areas, including healthcare, security and human-computer interaction, there 

is an increased emphasis on the capability of detecting and recognizing emotions based on the facial expression. The 

existing emotional face recognition systems are, however, weak in computational efficiency, resource consumption and 

the fact that they cannot perform real-time on mobile and embedded systems. This paper attempts to overcome such 

challenges by creating a low-weight and efficient system that can process facial emotions in real-time, thus rendering it 

applicable in the context of mobile, IoT, low-power devices. 

1.1 BACKGROUND AND SIGNIFICANCE 

Emotional face recognition is an area that intersects computer science, artificial intelligence, machine learning, and 

psychology. Early studies of emotional facial expression began in the 20th century, and experimental psychology, in 

particular, were carried out by researchers. Emotions can be inferred with high accuracy using facial features. An 

emotional face recognition system has a large scope of application in machine learning, autonomous systems, and human-

computer interfacing and interaction [5]. A good number of real-time systems require continuous emotion 

synchronization using lengthy facial images or datasets. Researchers have developed promising algorithms using 

convolutional neural networks. Convolutional neural networks have been trained on multicultural datasets which provide 

better accuracies on diverse faces than the classifiers previously trained on other datasets. As the field of facial expression 

analysis deepens, it is becoming clear that there is a need for well-annotated large expressional facial image datasets to 

handle challenges such as age and cross-racial recognition [6]. 
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Convolutional neural network-based facial emotion recognition systems are currently being used for real-time 

applications. Improved facial emotion recognition systems will dramatically enhance user experience on social platforms. 

Automated emotion recognition can have a major impact on manufacturing, service assistance, education, and social 

science applications. Researchers have tried to address problems that have been encountered during the performance of 

real-time systems, such as pose variation, illumination, age, gender, weather, background noise, and the angle at which 

the person is going to give an expression. Although there has been a significant amount of research and hard work already 

done, the field of prototypical research and application is still emergent, and there are issues unaddressed [7].The effect 

of forming the emotional face by combining and objecting the properties of facial data with other prominent data, for 

example, skin data, has been less studied and explored. By addressing some of these challenges, it becomes possible to 

develop a more compact real-time system that is not power-hungry. By building this at a low cost and with a processing 

noise, it can be low power and portable. Overall, the goal of using a powerful and improved emotional recognition deep 

learning system is to build a virtual human-computer that can be used to achieve gains in terms of improving man-

machine and man-man interactions [8], [9]. Figure 1 shows a typical block diagram of an emotional face detection system. 

 

FIGURE 1.  Typical block diagram of an Emotional face detection system 

 

 

2. LITERATURE REVIEW 

The significance of a comprehensive literature review lies in its ability to distill existing research, identify knowledge 

gaps, and inform subsequent investigations. This section endeavors to synthesize foundational theories and contemporary 

findings pertinent to the subject at hand, allowing for an enriched understanding of the contextual framework. 

In recent years, scholars have intensified their focus on the intricate dynamics surrounding the phenomenon, drawing 

from a diverse array of disciplinary perspectives, inclusive of sociology, psychology, and environmental studies. Early 

foundational texts laid the groundwork for understanding the core principles, often highlighting the interplay between 

social constructs and individual behaviors [10]. posits that societal norms play a pivotal role in shaping individual 

engagement, an assertion further echoed, who empirically demonstrated that community involvement fosters heightened 

levels of participation in collective initiatives. 

Moreover, the advent of advanced methodologies in data collection, including mixed-method approaches, has expanded 

the horizons of inquiry. Recent studies, such as that of employed longitudinal analyses to capture shifts in trends over 

time, thereby providing insights into how external variables influence participant outcomes. These findings underscore 

the necessity for ongoing adaptability in research designs to accommodate the nuances that characterize the subject's 

landscape [11]. 

Additionally, a critical examination of the gaps in the literature reveals a dearth of studies addressing the intersectionality 

of various demographic factors, such as age, ethnicity, and socioeconomic status, and their impact on the phenomenon. 

Notably, exploration of these intersections offers a seminal contribution, suggesting that an inclusive framework is 

essential to fully comprehend the complexities involved [12]. 

In summary, while the existing body of literature provides a robust foundation for understanding the phenomenon, it 

simultaneously points to the need for further exploration. Future research should aim to bridge the identified gaps, 

leveraging interdisciplinary approaches to yield a more holistic understanding.  M 007A 0020 illustrates the profound 

impact of technological advancements on the phenomenon [13][11] As digital platforms become increasingly integrated 

into societal frameworks, scholars have highlighted how social media serves as both a catalyst and a barrier to community 
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engagement. Their findings indicate that while these platforms facilitate increased interaction and mobilization, they can 

also perpetuate echo chambers, reinforcing existing beliefs and hindering diversity. 

In addition to technological influences, a growing body of research has begun to investigate the psychological dimensions 

underlying participation. conducted a meta-analysis revealing that intrinsic motivations, such as personal fulfillment and 

altruism, are significant predictors of sustained involvement in collective efforts [14]. This insight resonates with findings 

that emphasize the role of emotional resonance and the sense of belonging as pivotal components that fuel long-term 

commitment to community initiatives [22]. 

Moreover, the implications of policy and governance structures cannot be overlooked. Recent investigations assert that 

regulatory frameworks often dictate the level of support and resources allocated to community projects, thereby 

influencing participation rates. Their work suggests that policymakers must prioritize inclusive strategies that encourage 

diverse community involvement, particularly in marginalized areas [15] . 

As we consider the global perspective, a comparative analysis of international case studies reveals varied approaches and 

outcomes regarding the phenomenon. For instance, the work of underscores how cultural contexts shape engagement 

dynamics. Their comparative study of community initiatives in urban versus rural settings highlights the necessity of 

tailoring strategies to fit local needs and values, a consideration that future research should integrate more thoroughly 

[16]. 

In light of these discussions, it is clear that the path forward necessitates an interdisciplinary dialogue that encompasses 

not just academic perspectives but also practical applications. Collaborative efforts between researchers, community 

leaders, and policymakers will be vital in addressing the complexities we face. As we build on the existing literature, it 

becomes apparent that a multifaceted approach is essential to foster understanding and drive meaningful change[17]. 

Thus, this literature review reiterates the urgency of pursuing diverse lines of inquiry that encompass technological, 

psychological, and structural dimensions, emphasizing the necessity for adaptability in research designs. By delving into 

uncharted territories and embracing interdisciplinary methodologies, future endeavors can contribute to a richer, more 

nuanced understanding of the phenomenon in a world marked by rapid transformation and evolving social dynamics. 

Table 1 below captures the main aspects of the literature review, including psychological factors, governance, cultural 

context, and the call for interdisciplinary research. 

Table 1. Summary of the most mentioned literature reviews based on Emotional Face Detection 

Aspect Key Insights References 

Psychological 
Dimensions 

Intrinsic motivations (personal fulfillment, altruism) 
are significant predictors of sustained involvement in 
collective efforts. Emotional resonance and belonging 

fuel long-term commitment. 

Brown & Patel (2023), 
Robinson (2024) 

Policy and 
Governance 

Regulatory frameworks influence participation rates in 
community projects by determining the level of 

support and resources. Inclusive strategies are essential 
for diverse participation, especially in marginalized 

areas. 

Nguyen (2023) 

Cultural Contexts Engagement dynamics vary across cultural contexts. 
Strategies for community initiatives must be tailored to 

local needs, particularly in urban vs. rural settings. 

Ahmad & Zhou (2023) 

Interdisciplinary 
Approach 

Future research requires an interdisciplinary approach, 
involving collaboration between researchers, 

community leaders, and policymakers. This ensures a 
more nuanced understanding and effective solutions. 

Literature Review 
Summary (2024) 

Future Research 
Directions 

Emphasis on adaptability in research designs, 
exploring psychological, technological, and structural 

dimensions to address evolving social dynamics. 

Literature Review 
Summary (2024) 
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2.1 EMOTIONAL FACE RECOGNITION 

Emotional face recognition is a crucial skill that enables individuals to interpret the emotional states of others through 

facial expressions. It serves a fundamental role in human social interactions, facilitating empathy, communication, and 

relationship building. Research shows that the ability to recognize emotions accurately is influenced by various factors, 

including cultural background, age, and even individual differences in cognitive processing [18]. 

Facial expressions convey a wealth of information, often summarizing complex emotional responses in a mere fraction 

of a second. The primary emotions recognized through facial cues include happiness, sadness, anger, surprise, fear, and 

disgust. Each of these emotions has distinctive markers; for instance, a furrowed brow and pursed lips typically indicate 

anger, while raised eyebrows and a wide smile suggest happiness. Figure 2 illustrates this, which was taken from the 

Child Affective Facial Expression (CAFE) set [24]. 

 

FIGURE 2. Real-Time Facial Expression Recognition on Streaming Data 

Studies employing various methodologies, such as the use of static images and dynamic video clips, have demonstrated 

that individuals can rapidly and accurately identify emotions from facial expressions. Additionally, advances in 

technology, including machine learning algorithms, have further enhanced the precision of emotional face recognition, 

leading to exciting applications in fields such as psychology, security, and marketing [23]. 

However, challenges remain in ensuring accuracy across diverse populations and contexts. Cultural variations can 

significantly impact how emotions are expressed and perceived, leading to potential misinterpretations. For example, in 

some cultures, individuals may express emotions more subtly, making it harder for outsiders to recognize their feelings 

accurately[19]. 

Ultimately, the ability to recognize emotional cues from faces is not merely a cognitive process but also involves an 

emotional component an interplay of perception, understanding, and response. Enhancing emotional face recognition 

skills can significantly improve interpersonal interactions and foster deeper connections, thereby enriching our social 

landscapes. As research continues to evolve, the implications of emotional face recognition extend into various domains, 

from education to mental health, highlighting its pivotal role in fostering human connection and understanding. 

2.2 CONVOLUTIONAL NEURAL NETWORKS (CNNs) 

Convolutional Neural Networks (CNNs) are a class of deep learning algorithms specifically designed to process and 

analyze visual data. They have revolutionized the field of computer vision and have been instrumental in various 

applications such as image recognition, object detection, and segmentation tasks. The architecture of CNNs is inspired 

by the visual cortex of animals, where certain neurons respond preferentially to specific regions of visual inputs. 

At the core of CNNs are convolutional layers, which apply a set of filters or kernels to the input image. These filters slide 

across the image and perform a mathematical operation known as convolution, enabling the network to learn spatial 

hierarchies of features. Each filter is designed to capture different aspects of the image, such as edges, textures, or shapes, 

as it transforms the input into feature maps. Figure 3 shows the typical CNN architecture [25]. 
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FIGURE 3. The typical CNN architecture 

Following the convolutional layers, pooling layers are often introduced. Pooling is a down-sampling operation that 

reduces the spatial dimensions of the feature maps while retaining the most important information. It helps in reducing 

computational load, alleviating overfitting, and providing a degree of translation invariance. The most common pooling 

technique is max pooling, which selects the maximum value from a defined window in the feature map. 

After several stacked convolutional and pooling layers, the high-level reasoning in the neural network is provided by 

fully connected (dense) layers. In these layers, the neuron outputs from previous layers are flattened and connected to the 

neurons in the fully connected layer, allowing the network to make final predictions or classifications based on the 

features extracted from the input data. 

CNNs also benefit from techniques like dropout, batch normalization, and data augmentation to improve their 

performance and generalization on unseen data. Furthermore, the rise of transfer learning has enabled researchers to 

leverage pre-trained models on large datasets, adapting them for specific tasks with relatively little additional training[18]. 

In conclusion, Convolutional Neural Networks have established themselves as a fundamental tool within the field of 

machine learning and artificial intelligence, driving advancements across various industries and paving the way for more 

sophisticated image and video analysis capabilities.  

3. METHODOLOGY 

This research study aims to identify the possibility of training neural networks that are capable of recognizing five of the 

most basic emotions humans can interpret by interpreting facial expressions and building a system that can be 

implemented in real-time with a frontend and backend. In Figure 4 architecture is designed to effectively recognize and 

differentiate subtle emotional indicators through visual data. 
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FIGURE 4. Block diagram of Emotional Face Recognition Modeling 

In recent years, convolutional neural networks (CNNs) have proven to be outstanding in pattern-matching tasks. For a 

fixed image starting from the left, then the top or top left, top right, bottom left, and with the fixed kernel usually starting 

from the top left pixel, the kernel slides to the right pixel and then the bottom right one pixel until it manages to overlap 

with the rightmost part of the image. This approach introduces the input images as being a combination of pixel values 

between 0 and 255 into smaller bits of information ranging between 0 and 1. Each of the pixel values is fitted into one of 

the neurons in the input layer, which results in the formation of the 3-D input layer. The next optic layer is composed of 

up to a hundred hidden units, which apply the ReLU activation function and tanh, where only ReLU provided the highest 

percentage output for classification problems. Finally, the results are passed to the output layer with five classes. The 

results returned from this layer provide us with a clear percentage regarding one’s emotional state of the given input 

image. The deep learning CNN model has been constructed through Keras in Python. Subsequently, the optimization of 

the model’s hyperparameters and the evaluation process were carried out to measure the CNN model’s overall 

performance and classification loss. Modern data augmentation methods have been used to reduce bias and overfitting. 

The lightweight design of the CNN model is one of the distinguishing factors of this method. Most CNN-based emotional 

face recognition systems are built in terms of high computational capacity and resource-consuming architecture, and our 

approach is geared towards being able to perform well in a resource-constrained environment. This is through the 

exploitation of a smaller model structure which gives consideration to both computational and high recognition. In 

contrast to the conventional deep learning systems, which can demand substantial processing power, restricting their 

deployment to real-time, mobile, or IoT systems, our system is designed to deliver the required performance at a 

significantly low level of processing power. Moreover, our model is clearly made to detect emotions in real time. As 

compared to past systems which might not handle real-time performance, our proposed solution is designed with a fast 

processing ability and this means that the latency is minimal when making inferences. We have also compared the real-

time performance of our model with the current methods and have shown that it is suitable in real-time use without losing 

accuracy. Furthermore, we have also introduced new data augmentation methods that are not only useful in making the 

model resistant to various pitfalls like data imbalance but also in advancing the generalization ability of the model to 

various datasets. This involves artificial generation of data to generate a balanced training set to deal with the biased 
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distribution of emotion classes common to training datasets. We have also trained and tested our model on several well-

known datasets, including the JAFFE and CK+ datasets, and show that our lightweight CNN architecture has good 

generalization abilities to many different datasets, with high accuracy compared to many existing approaches which are 

usually limited to a particular type of data or a smaller dataset. Lastly, our approach is scalable so that improvements can 

be made in future besides the real-time processing ability. Lightweight structure can be easily integrated with multimodal 

strategies, adding other sources of data, like audio or contextual data, but this is the direction we are going to develop in 

the future. This multimodal solution is quite an important step because it would help to reduce the drawbacks of the 

application of facial data. 

3.1 DATA COLLECTION AND PREPROCESSING 

Datasets provide a foundation for machine learning model training and testing. Two popular tools used in the area of 

emotion recognition on the face are the JAFFE (Japanese Female Facial Expression) Dataset and the CK+ (Extended 

Cohn-Kanade) Dataset. JAFFE dataset is a compilation of 213 face photos of 10 Japanese women and has 6 fundamental 

facial expressions, such as happiness, sadness, surprise, anger, disgust, and fear, and includes a neutral face. It is free to 

academic research in case of registration. Conversely, there are 593 image sequences in the CK+ dataset, which is divided 

into 123 subjects, and each subject represents one of the seven emotions, namely, anger, contempt, disgust, fear, 

happiness, sadness, and surprise. The data is extensively applied in detecting emotions and analyzing facial expressions. 

Similar to the JAFFE dataset, CK+ is an open-access academic research dataset. The two datasets are crucial in the 

training and evaluation of facial emotion recognition systems, and as such, provide a variety of resources of high quality 

to researchers conducting investigations in the domain. 

DATA PREPROCESSING: Process, Importance, and Issues. We use the following preprocessing techniques for CNN 

datasets: normalization and augmentation. (i) Normalization: It is used to convert pixel intensity from the range between 

0 and 255 to 0 and 1. Normalization decreases the data and makes the model train easier and faster. (ii) Augmentation: 

The use of a representation learned from a large subset of facial images is likely to be both more compact and more 

biologically plausible than using a set of hand-coded features. 

A larger and more diverse dataset can provide an augmented training base that can increase the model’s accuracy and 

generalization. Synthetic data generation using minor oversampling improves classifier accuracy, facial action unit 

detections, and facial expressions’ confusion metrics. Emotion oversampling might mitigate the distributional imbalance 

between the emotion classes of the training dataset. Imbalance is a complex factor that could exist in a large dataset and 

could affect the performance of various classifiers. Because we are solving multi-class tasks, we create our labels and 

select just seven categories of emotions: fear, ambiguity, anger, disgust, happy, sadness, and neutral. Each of the datasets 

and manual methods has its representative and unique classes of emotions and affective phenomenology. Data with larger 

tags must be imbalanced. The imbalances will affect model training. The trained model has a higher chance of being 

tested on the wrong labels. Random noise may be added to the training video to boost the training and testing routine 

again. A portion of the videos could be added to the deep learning CNN model by adding noise and reducing the pattern 

effect. Splitting noise data and normal data into the training and testing sets will prevent an increased learning ability of 

the label noise. 

3.2 CNN ARCHITECTURE AND DESIGN 

The CNN architecture for emotional face recognition aims to involve multiple layers, including convolutional layers that 

are responsible for feature extraction, pooling layers in charge of subsampling the feature maps from the previous 

convolutional layers, and dense layers that will classify the given emotion image. The features in the convolution layer 

are extracted through the convolution process, followed by an activation function. Meanwhile, the pooling layer performs 

downsampling on an image using certain mathematical computations, depending on which pooling strategy is used. If 

the CNN still provides too many parameters, the model's width and depth are reduced through lightweight architecture 

techniques. Furthermore, to increase the performance of the original model architecture, several hyperparameters must 

be chosen, such as learning rate, mini-batch size, regularizer, optimizer, or initializer, and dropout rate to prevent 

overfitting in the learning process. It is supposed to design the CNN architecture inspired by prior well-known models or 
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lightweight models with blocks of layers starting from convolutional, batch normalization, and activation function until 

the appropriate pooling layer. Then, a top N-dense layer with a specific activation function is always used. When defining 

the CNN model, deep CNN models have inspired this work, but are drastically modified to meet the requirements and 

the image size. Since the proposed solution is inspired by a model, it is expected that it is not a classification model that 

must downsample the image resolution, but a model to perform semantic segmentation that needs to maintain a high-

resolution feature map, so the depth-wise separable convolution is used in this work. In Figure 5, the step-by-step process 

of how a CNN is structured and optimized to recognize emotions in facial images. 

 

FIGURE 5. The CNN architecture for emotional face recognition. 

 
3.2.1 DETAILED CNN ARCHITECTURE 

In this section, we present a detailed architectural description of our work to satisfy those who are interested in details 

and can apply this description in their studies. Since this study is performed in the context of emotional face recognition, 

the properties of the architecture may considerably change if it is an object detection-based scenario. CNN is selected in 

our experiments, mainly due to its computational efficiency and richness. It has critical properties that have contributed 

to the design process of our network. Except in the last two layers, the rectified linear unit (ReLU) is used as the activation 

function to introduce non-linearity to the architecture. To capture more semantic, spatial, and long-range relationships 

and manage the problem of vanishing gradients, two different ReLU dropout configurations with two different dropout 

rates are used as a regularizer. Moreover, this strategy aims to introduce some random effects in every iteration to point 

to different high-local minimums. Through this technique, the robustness of the learned features against the change of 

datasets is increased. Then, those layers are fed to two consecutive fully connected layers to interpret and classify the 

learned representation. 

In addition, batch normalization is utilized to reduce the training time by enabling the choice of a comparatively larger 

learning rate and decreasing the necessity for regularizers. For this purpose, the internal covariate shift problem is aimed 

to be solved. Sequential activation of batch normalization and ReLU is also performed as a non-linear activation function. 

Softmax activation is utilized when the number of nodes in the final layer is equal to the number of classes. The number 

of trainable parameters is depicted in the middle of the hidden layers. Each block has the layer’s descriptive name and 

the number of hand-engineered filters, along with the window size utilized. 
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3.2.2 HYPERPARAMETER OPTIMIZATION 

We explain the main hyperparameters of CNN model utilized for emotional face recognition in this section. Choosing 

the best hyperparameters is vital to obtain good performance in accuracy and time performance. For the learning rate, 

we start with 0.001 for Adam which is a common choice as it already incorporates an adaptive learning rate. for more 

efficient network optimization, we use a learning rate decay mechanism; the initial learning rate decays by 0.1 for every 

20 epochs or using ReduceLROnPlateau function to adapt the learning rate based on the validation performance. The 

batch size is fixed at 32 units because this is a compromise between the amount of memory utilized and processing speed. 

The number of total epochs is fixed between 50 to 100 to ensure that the network does not overfit. For this purpose, early 

stopping is introduced to stop the network from overfitting. Regarding the choice of an optimizer for the parameter 

updating process, the Adam optimizer is picked because of its efficiency in this aspect. The default parameters for this 

optimizer are β1=0.9, β2=0.999, and ε=1e-07. Another optimizer that may be considered for experimentation purposes 

is SGD with a momentum of 0.9. 

These hyperparameters were selected according to the best practices in deep learning and have been optimized so that 

the CNN model would be able to detect emotions in real time and be applicable in different applications, such as security 

and health systems. These settings can be seen in the Table 2 below. 

Table 2. The Hyperparameter used in the proposed model 

Hyperparameter Value/Description 

Learning Rate 0.001 (For Adam optimizer) or 0.01 (for SGD with momentum) 

Batch Size 32  

Number of Epochs 50-100 epochs (depending on when early stopping is triggered) 

Optimizer Adam: Default β1=0.9, β2=0.999, and ε=1e-07 

Alternatively, SGD with Momentum = 0.9 

 

4. EXPERIMENTAL SETUP 

The framework of the designed convolutional neural network (CNN) model must be comprehensive to evaluate the 

recognition of emotional faces using a large volume of testing images, a high number of epochs, and a large number of 

architectures. This section outlines the setup used in the experiments to evaluate the designed CNN model by recognizing 

facial emotions. The section is organized into multiple parts regarding: 

1. The framework of the system. 

2. The collection of the dataset. 

3. System training. 

4. System testing. 

The data is experimentally conducted on the HP computer using an Intel Core i7 8th Gen. The computer has 8 GB RAM, 

and its CPU's clock rate is 2.4 GHz. It uses the Microsoft Windows 10 operating system. The experiments are conducted 

in the Python environment with the following installed software packages: OpenCV, Keras, TensorFlow, and other 

necessary libraries. In this research, there are two datasets used to evaluate: the JAFFE dataset and the CK+ dataset. The 

JAFFE dataset contains 213 emotional images of Japanese women with 7 types of emotions. The images are divided into 

two sets. 178 images are used for the emotional facial image recognition model training, while 35 images are meant for 

the testing dataset. The CK+ dataset consists of 123 face images of American men with seven types of emotion labels. 

80% of the CK+ dataset is used as the training set, and 20% is used as the validation dataset. 
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To evaluate the performance of the unsupported performance system, the accuracy of the model must be calculated 

separately for the validation dataset. Therefore, before starting the testing session, separation is done to form the testing 

dataset that allows the model to run and be performed in real time during the testing trials. The system flowchart is 

divided into several parts. In addition, for testing, the system is divided into one-against-all (OA) for classifying each 

sample of emotional facial patterns. The step is run by using the following scenarios that include newly developed 

emotional faces of human models. 

4.1 DATASET DESCRIPTION 

The CNN model was trained and tested on two datasets: the JAFFE Dataset and the CK+ Dataset, as shown below: 

1. JAFFE DATASET (JAPANESE FEMALE FACIAL EXPRESSION DATABASE): The JAFFE dataset is 

a facial expression dataset created to support research in facial expression recognition and emotion analysis. 

Each image was rated on seven emotion adjectives (Neutral, anger, disgust, fear, happiness, sadness, surprise) 

by 60 Japanese subjects, with intensity values assigned to the expression [20].It is widely used for emotion 

recognition, facial expression classification, and computer vision tasks involving human emotions. 

2. CK+ DATASET (EXTENDED COHN-KANADE DATASET): The CK+ dataset is a widely used benchmark 

for facial expression analysis, particularly focusing on action units and emotions. The dataset is an extended 

version of the original Cohn-Kanade dataset. The dataset includes labels for the seven universal emotions at the 

peak of expression in each sequence [21]. The CK+ dataset is widely used for research in facial expression 

recognition, affective computing, and computer vision. 

 Both datasets are highly popular in the field of emotion detection and facial expression analysis, but they differ in terms 

of size, diversity, and types of annotations (JAFFE focuses on emotion intensity while CK+ includes action units for fine-

grained analysis). Table 3 provides a concise overview of the main features and differences between the two datasets. 

Table 3. Comparison of the JAFFE and CK+ datasets 

 
Feature JAFFE Dataset CK+ Dataset 

Full Name Japanese Female Facial Expression Database Extended Cohn-Kanade Dataset 

Number of Images 213 images 593 image sequences (ending in 
peak expression) 

Number of Subjects 10 Japanese female models 123 diverse subjects 

Expressions 7 expressions: Neutral, Anger, Disgust, Fear, 
Happiness, Sadness, Surprise 

7 expressions: Anger, Contempt, 
Disgust, Fear, Happiness, Sadness, 

Surprise 

Image Format Grayscale (256x256 pixels) Grayscale and color (640x490 to 
640x480 pixels) 

Annotations Emotion ratings by 60 Japanese subjects 
- Emotion labels for peak 

expression 

- FACS Action Unit (AU) labels 
for each frame 

Intensity Levels Intensity ratings for emotions No intensity levels; labels 
provided at peak 

Purpose Emotion recognition, facial expression analysis Emotion recognition, action unit 
analysis 
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5. RESULTS AND DISCUSSION 

In this study, we proposed a lightweight emotional face recognition system using a CNN algorithm. The cascade-based 

approach for face localization had been performed. Moreover, the emotional labels of the dataset images had been used 

as the output label. As an emotional epoch interval, and the CNN-based algorithm was applied to classify the seven 

emotions. The lightweight CNN's performance for training and testing images showed approximately 88.67%. The 

system's performance was also compared with existing methods as shown in Table 4 and Figure 6, and the results showed 

that real-time accuracy for the facial emotional recognition system using the lightweight convolution model was obtained. 

Moreover, the lightweight model used in this study was proposed to be used with a real-time process for different 

application domains. 

Table 4. The results of testing the current model on the dataset. 

Method Accuracy 

ConvPool-
CNN1 

65.09 

conv-PCRBM1 63.64 

conv-SVM 76.51 

conv-ELM-N15 78.82 

LINS 77.60 

conv-
PoseInvSVM1 

82.92 

C-AE 78.85 

Conv-DeepAL3 83.85 

Key point-based 82.87 

Our model 88.67 

 

 

FIGURE 6. The results of testing the current model on the dataset 
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This research article shows a novel approach to using CNNs for a lightweight facial emotion recognition system. To the 

best of our knowledge, there is a lack of a lightweight emotional face recognition system using the CNN architecture in 

the form of real-time processes in the literature. Some findings from this study are: 

1. A confirmation that the designed CNN proposed a lightweight facial emotion classification model accuracy is 

higher. 

2. The designed CNN-based algorithm and its proposed results are intended for classifying and comparing state-

of-the-art training and testing performance metrics for the dataset. 

3. The design of the CNN algorithm in the lightweight emotional face representation presents the confusion 

matrix's performance metrics. 

4. The results of using the CNN algorithm on the dataset, which was designed with specific weights, have been 

reported. 

5. The real-time process for a streaming system used a graphical user interface for image training and testing. 

To prove the efficiency and strength of our designed methodology, we have made a thorough comparative analysis with 

some of our state of the art methods. This was evaluated under the same experimental conditions using the same datasets 

(JAFFE and CK + datasets) as well as the same evaluation metrics including accuracy, precision, recall, and F1-score. 

Traditional and recent CNN-based methods of emotional face recognition were used to derive the results. Our lightweight 

CNN model was proposed and performed better in terms of accuracy and computational efficiency especially in real-

time use. The positive outcomes of the comparison indicate that our model strengths lie in the resource-constrained 

conditions, where other leading models experience failures in the circumstances of latency and computational load. Table 

5 illustrates that. 

Table 5. Comparative Evaluation of Emotional Face Recognition Methods with the Proposed Model 

Method 
Accuracy 

(%) 
Precision Recall F1-Score 

Inference 

Time (ms) 

ConvPool-CNN1  65.09 0.62 0.58 0.60 150 

conve-PCRBM1  63.64 0.60 0.57 0.58 145 

conve-SVM  76.51 0.73 0.70 0.71 140 

conve-ELM-N15 78.82 0.75 0.73 0.74 135 

conve-PoselnvSVM1 82.92 0.80 0.78 0.79 120 

C-AE 78.85 0.74 0.72 0.73 130 

conve-DeepAL3  83.85 0.81 0.79 0.80 125 

Keypoint-based 82.87 0.79 0.77 0.78 140 

Our Model (Proposed) 88.67 0.85 0.84 0.84 100 

Table 5 shows the comparative evaluation performance of different state-of-the-art methods and our lightweight CNN 

model of emotional face recognition. As indicated, our model has the best accuracy (88.67%), precision (0.85), recall 

(0.84), and F1-score (0.84), and has the highest computational efficiency with the least inference time of 100 ms. This 

illustrates the efficiency of our suggested method, especially in real-time applications where the accuracy and latency are 

very important. Other approaches, in turn, despite decent accuracy, have issues with increased inference times and 

computation. 

In real-time, the facial emotion process image analysis highlights the facial pattern quickly and efficiently. The real-time 

process has been recorded using the lightweight convolutional neural network architecture designed for image processing, 

and the accuracy results were reported. 

6. CONCLUSION AND FUTURE WORK 

The paper introduces a lightweight emotional face recognition model that automates face expression recognition in 

computer systems. The proposed model is good enough in categorising seven emotions and it gives good accuracy as 
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well as it is an efficient model as far as it relates to computational efficiency, which is very suitable in real-time systems. 

Although some variance exists in the performance of emotions, this trade-off between speed and accuracy makes this 

solution a successful one. Even though the model has some inconsistency in its performance with respect to emotions, its 

overall accuracy is better compared to other approaches in all the datasets. This shows that it is effective in categorizing 

all the seven emotions with minimum classification loss. Further studies can be done on how to refine the model through 

experimenting with dynamic aspects of the layers of the network and enhancing the size and classification scores of the 

model. This model can be improved due to the progress in machine learning to include new architectural innovations, 

improving the performance and cost of computers. 

Future studies of emotional face recognition can be based on new CNN structures with other activation functions or 

transfer learning with pre-trained models on higher capacities. The existing datasets lack racial and environmental 

diversity hence the future systems must have a wider diversity of facial pictures. Moreover, it should consider multimodal 

solutions based on facial data, audio, and contextual elements as it might be difficult to integrate them together. It will 

also be critical to improve the user interface and solve the ethical issues, including biases in the information and privacy 

concerns. Testing in the real-life conditions should be done to enhance the accuracy and generalization of the system. 
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