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Abstract—In this work we study a new class of equations(𝛵𝑖 + 𝜇𝑖)𝒳 =
𝒰𝑖 , 𝑖 = 1,2 including the sum two of Hermitian operators  𝛵𝑖  and 𝜇𝑖 , 𝑖 = 1,2, 

concerning the kind of spaces are Hilbert. The existence of joint Hermitian solu-

tions  to summing two equations of operators has been found under both neces-

sary and sufficient conditions. The 𝑛 ×  1  block's Moore-Penrose inverse of 

summing two matrix of operators has been studied. Therefore, we present Her-

mitian solutions of the two equations of operators (𝛵𝑖 + 𝜇𝑖)𝒳(𝒬𝑖 + 𝔪𝑖) =
𝒰𝑖 , 𝑖 = 1,2, with finding of it’s the necessary and sufficient conditions. 

Keywords— Operator equation; Sum two Hermitian operators; Common solu-

tion; necessary and sufficient conditions; Moore Penrose inverse 

1  Introduction 

Recently, there has been a lot of interest in the topic Hermitian and positive solutions 

equations or equations of operators the reason for this is due to its entry into many 

scientific applications in important and different fields, and also its contributions to the 

applications we show examples the solvability conditions [1], statistics [2], vibration 

theory and control system [2, 4], observer design [5] and (see [6-7]). 

Researchers have increased interest in studying matrix and operator equation and the 

system of it, can you see [8-13].[28], [29]  

                            Τ𝒳 = 𝒰  and   Τ𝑖𝒳 = 𝒰𝑖 ,   𝑖 = 1,2,                                              1 

In [14], Zhang studied the Hermitian positive semidefinite solution of  

                            Τ𝒳𝒱 = 𝒰,                                                                                     2  

The Banach or Hilbert spaces was used for matrices and bounded linear operators 

(see, [13,15-22]), and finding necessary conditions and sufficient conditions (N-SCs) 

for an existence of a combined solutions, and generalization of two equations  

                          Τ𝑖𝒳𝒱𝑖 = 𝒰𝑖 ,   𝑖 = 1,2,                                                                     3  

Also, the equation's solvability, as follows  

                          Τ1𝒳𝒱1 + Τ2𝒳𝒱2 = 𝒰,                                                                     4  

Vosough and Moslehian [23] gave characterizations of the existence and represen-

tations of the solutions to the system and restricted the case of operator systems                                

                         ℬ𝒳𝒜 = ℬ = 𝒜𝒳,                                                                           5  

 

mailto:eman94sadiq94@gmail.com


Wasit Journal for Pure Sciences Vol. (2) No. (3)  

89 

 

In [24], the problems of solutions were expanded system of equations of operators 

                        𝒜𝒳ℬ = 𝒞 = ℬ𝒳𝒜,                                                                          6 

The aim of this work is finding solutions of system with sum two equations of oper-

ators 

                   {
𝒜1𝒳 = 𝒰1

𝒜2𝒳 = 𝒰2
,   where 

𝒜1 = 𝒯1 + 𝜇1

𝒜2 = 𝒯2 + 𝜇2
   },                                                 7 

 

and give (N-SCs)  for Hermitian solutions (H-s) and for the existence of  

sum two equations for arbitrary operators.  

 

In addition, we present and prove lemmas for the (H-s) of Eq.(7) and the 𝑛 ×  1 

block Moore-Penrose inverse (M-PI) for [𝛵1 + 𝜇1 𝛵2 + 𝜇2  · · ·  𝛵n + 𝜇n]
𝑡 matrix of op-

erator, and give (N-SCs) for (H-s)  and the existence of Eq.(1) by extend the Dajic and 

Koliha theorem for sum two arbitrary equations of operators which has not necessarily 

closed range. 

 

The paper is ordered as follows. In Section 2, we offer an essential concept includes 

some definitions and properties about unique M-PI and (H-s). In section 3, the main 

development for summing two equations of operators and the M-PI of a 𝑛 × 1 block 

summing two operator of matrixes has been studied. Finally, we explan the conculusion 

of a new class of sum two of Hermitian are obtained in section 4. 

 

2 Essential Concepts 

         In this paper, we explain some of the concepts we will needed later in the work.  

We symbolize  𝐻, 𝑅 and 𝑆 complex Hilbert spaces and  𝐿(𝐻, 𝑅) represents of all oper-

ators are linear and 𝐵(𝐻, 𝑅) represents all the bounded operators are linear from 𝐻 

into𝑅. 

Also,  

                                𝐵(𝐻)+ = {𝑇 ∈  𝐵(𝐻)|⟨𝑇 (𝜉), 𝜉⟩  ≥  0, ∀𝜉 ∈  𝐻}.  
and  we refer the operators are adjoint of 𝑇 by 𝑇∗, and the range of T by 𝐾 (T) and null 

space by𝑁 (𝑇). Let 𝑄 be subspace and closed of 𝐻, 𝑞S symbolizes the projection or-

thogonal onto 𝑄. 
 

Definition (1.1) [25] 

The inner inverse is a linear operator of T as 𝑇 − such that 𝑇 ∈ 𝐵(𝐻, 𝑅)  and  

 𝑇 −: 𝐷(𝑇 −) ⊆ 𝐾 → 𝐻 with 𝐾(𝑇 ) ⊆ 𝐷(𝑇 −) and 𝑇𝑇 −𝑇  =  𝑇 .   

 

Definition (1.2) [25] 

i) 𝑇 ∈ 𝐵(𝐻, 𝑅) is regular operator  if ∃an inner inverse T −∈ 𝐵(𝑅, 𝐻). 

ii)  ∀𝑇 ∈ 𝐵(𝐻, 𝑅)  ∃ T − an inner inverse at least one for T but it is not unavoida-

bly bounded. 
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Definition (1.3) [25] 

The generalized inverse T − of T, if T − satisfies T −TT − = T −, with property  

T − is not unique, ∃ a single generalization inverse of T of T and satisfies 

(TT −)∗ = TT − and (T −T )∗ = T –T. 

 

Definition (1.4) [26] 

The Moore-Penrose generalized inverse of T symbolized by T – is the single gen-

eralization inverse of T which satisfying properties, as follows: 

1. 𝑇𝑇 −𝑇 =  𝑇 , 
2. 𝑇 −𝑇𝑇 −  =  𝑇 −, 

3. (𝑇𝑇 −)∗  =  𝑇𝑇 −, 

4. (𝑇 −𝑇)∗  =  𝑇 −𝑇. 

 

Now, we offer some properties for 𝑻 ∈ 𝑩(𝑯,𝑹), as follows [26] 

1. An operator 𝑇 ∈ 𝐵(𝐻, 𝑅) has the unique M-PI 

T – ∈ 𝐵(𝑅, 𝐻) ↔T has closed range. 

2. An operator 𝑇 ∈ 𝐵(𝐻, 𝑅) has the unique M-PI 

T – ∈ 𝐵(𝑅, 𝐻) ↔T is regular. 

3. (T –)∗ = (T ∗)–. 

4. If T ≥ 0 then T – = T –TT – = (√𝑇  𝑇 –)∗(√𝑇  𝑇 –) ≥ 0. 

5. T –T and TT – both are projection and T –T = 𝑃𝑅(𝑇 ∗) ̅̅ ̅̅ ̅̅ ̅̅ ̅R(T ∗) and 

                                                                      TT – = 𝑃𝑅(𝑇 ) ̅̅ ̅̅ ̅̅ ̅̅ |R(T)⊕R(T)⊥ ,  

6.  (TT ∗)– = (T ∗)–T – and (T ∗T )– = T –(T –)∗, 

7. 𝐾 (T –T ) = 𝐾 (T –) = 𝐾 (T ∗) so that T –TT ∗ = T ∗, 

8. 𝐾 (TT –) = 𝐾 (T ) so that T ∗TT – = (TT –T ) ∗ = T ∗. 

 

Theorem  2.1.  [27] 

Let 𝑇, 𝑈 ∈ 𝐵(𝐻, 𝑅) and assume T be a closed operator range.  Then the equation 

Τ𝒳 = 𝒰  has a (H-s) 𝒳 ∈ 𝐵(𝐻) ↔TT−U = U and UT∗ is Hermitian. Then (H-s) of Eq. 

(1) is 

𝑋 =  𝑇 −𝑈 + (𝐼 − 𝑇 −𝑇 )(𝑇 −𝑈 )∗  + (𝐼 − 𝑇 −𝑇 )𝛶(𝐼 − 𝑇 −𝑇 )∗, 
where Υ ∈ 𝐵(𝐻) is Hermitian. 

 

T1X = U1, 

XT2 = U2, 

must be a (H-s) 𝒳 ∈ 𝐵(𝐻) ↔ T1T1
−U1 = U1, U2T2

−T2 = U2, T1U2 = U1T2 and T1U1
*, 

T2
*U2 are Hermitian.  

 

Theorem 2.2 [11] Let𝑇 ∈  𝐵(𝐻, 𝑅), 𝑉 ∈ 𝐵(𝑆, 𝐻) and𝑈 ∈ 𝐵(𝑆, 𝑅). Then next situa-

tions are comparable 

i)     TXV = U is solvable. 

ii)     𝐾 (U ) ⊆ 𝐾 (T ) and 𝐾 ((T –U ) *) ⊆ 𝐾 (V *). 

iii) 𝐾 (U ) ⊆ 𝐾 R(T )  and  ∃  Y˜ ∈ B(H)  ∋  Y˜ V  = T –U. 

 then ∀ solution of XV = T –U is also a solution.  
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Then ∀ solution of XV = T –U is a solution of  T XV   =  U.   And,  for  X˜∈  B(H)  

∋T X˜V   =  U,  we  have  that  𝑃𝑅(𝑇 ∗) ̅̅ ̅̅ ̅̅ ̅̅ ̅𝑋˜  is a solution of XV = T –U, if one of the prior 

conditions are true. 

3 Main development  

In this part, we give and prove the following lemmas about (H-s), also the M-PI of a 

𝑛 ×  1 block operator matrix[𝑇1 𝑇2  · · ·  𝑇𝑛]𝑡, and (N-SCs) for the existence of joint (H-

s) to the system of sum two operator equations. 

 

Lemma 3.1  Let 𝒜,𝒰, 𝛵 and 𝜇 ∈ 𝐵(𝐻, 𝑅)  and assume the equation 𝒜𝒳 = 𝒰,  where 

𝒜 = 𝛵 + 𝜇, has a solution  X ∈ B(H)  , then the general form solution of Eq. (7 )is 

              X = (Τ + 𝜇) –U + (I − (Τ + 𝜇)– (𝛵 + 𝜇))S, ∀S ∈ B(H).                   8 

Proof  

 we assume , Eq. (7) has a solution, thus by Douglas theorem we have 

  𝐾 (U ) ⊆  𝐾 (𝒜 ),  and 𝒜 = 𝛵 + 𝜇 then  (𝛵 + 𝜇 )–U ∈ B(H)  

                                 and (𝛵 + 𝜇)(𝛵 + 𝜇) –U = U .  

 So X0 = (𝛵 + 𝜇) –U is a particular solution of equation (𝛵 + 𝜇)X = U, 

 and we have  

X = (𝛵 + 𝜇) –U + (I − (𝛵 + 𝜇)– (𝛵 + 𝜇))S, ∀S ∈ B(H), 

 is the the general for solution of Eq.(7).  

 

Lemma 3.2 Let 𝒜,𝒰, 𝛵 and 𝜇 ∈ 𝐵(𝐻, 𝑅)  and assume the equation 𝒜𝒳 = 𝒰,  where 

𝒜 = 𝛵 + 𝜇, has a (H-s) X ∈ B(H) ↔ 𝐾 (U ) ⊆  𝐾 (𝒜 ),  and U 𝒜* is Hermitian.  Then 

(H-s) to Eq. (7) is 

 

   X = (𝛵 + 𝜇) –U + (I − (𝛵 + 𝜇)– (𝛵 + 𝜇)) ( (𝛵 + 𝜇)  –U)* +                                  9  

           +(I − (𝛵 + 𝜇)  –(𝛵 + 𝜇)  )S(I − (𝛵 + 𝜇)  –(𝛵 + 𝜇)), 

where S ∈ B(H) is Hermitian. 

 

Proof 

 

The first side  

Let  X ∈ B(H) be a (H-s)  of Eq. (7)  then 𝐾 (U ) ⊆  𝐾 (𝒜 ) 

 and  𝐾 (U ) ⊆  𝐾 (𝛵 + 𝜇 ) . 

since 𝒜U *  = (𝛵 + 𝜇) ((𝛵 + 𝜇)X)* = (𝛵 + 𝜇)X*(𝛵 + 𝜇)* = (𝛵 + 𝜇)X(𝛵 + 𝜇)*, 

thus, (𝛵 + 𝜇)U *  and similary U(𝛵 + 𝜇) * is Hermitian. 

now , we find  the general form of (H-s)  of Eq. (7),  assume Eq. (7)   has a (H-s), then 

               X0  = (𝛵 + 𝜇) –U + (I − (𝛵 + 𝜇)– (𝛵 + 𝜇) )( (𝛵 + 𝜇) –U )*  

 is  a particular  (H-s). 
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if X ∈ B(H) be an arbitrary (H-s) of Eq. (7), then X- X0 is a (H-s)  of equation T𝜑= 0.  

Since  𝜑 has (I −𝒜 –𝒜 )S(I−𝒜 –𝒜 ), 

 then (I −(𝛵 + 𝜇) –(𝛵 + 𝜇) )S(I−(𝛵 + 𝜇) –(𝛵 + 𝜇) where S∈ B(H)  and Hermitian, so 

X has the form of Eq. (9).  

in the other word, if X = (𝛵 + 𝜇) –U + (I −(𝛵 + 𝜇) –(𝛵 + 𝜇) )( (𝛵 + 𝜇) –U )*  

+ (I − (𝛵 + 𝜇) –(𝛵 + 𝜇) )S(I  −(𝛵 + 𝜇)– (𝛵 + 𝜇) ) , where S∈ B(H)  be Hermitian, 

then it is understandable that X is a (H-s)  of the equation 

 (𝛵 + 𝜇)𝒳 = 𝒰. 

 

The second side  

Let  𝐾 (U ) ⊆  𝐾 (𝒜 ),  and U 𝒜 * is Hermitian then  

since 𝒜 = 𝛵 + 𝜇, then by Douglas theorem (𝛵 + 𝜇) –U ∈ B(H) and  

the equation (𝛵 + 𝜇)X = U  has a solution.  

since U 𝒜 * is Hermitian,  then 𝒜 = 𝛵 + 𝜇  and by lemma 1.3  

X0 = (𝛵 + 𝜇) –U + (I (𝛵 + 𝜇) –(𝛵 + 𝜇)) ( (𝛵 + 𝜇) –U) * is a particular (H-s)  of Eq. 

(7).◼   

Lemma  3.3  Suppose  H,  Ri,i=1,2  be  Hilbert  spaces  and  𝒜i∈ B(H, Ri)∋ 

𝐾 (𝒜i
*) ∩ 𝐾 (𝒜j

*) = {0} 

for all 1 ≤ i≠j ≤ n. Then   [

𝛵1 + 𝜇1

𝛵2 + 𝜇2

⋮
𝛵𝑛 + 𝜇𝑛

]

 –

= [(𝛵1 + 𝜇1)
– (𝛵2 + 𝜇2)

–  · · ·  (𝛵𝑛 + 𝜇𝑛)–] . 

Proof 

Since 𝐾 (𝒜i
*) ∩ 𝐾 (𝒜j

*) = {0}, then  

         𝐾 ([𝛵 + 𝜇]i
*) ∩ 𝐾 ([𝛵 + 𝜇]j

*) = {0}, and  

 𝒩([𝛵 + 𝜇] i) = 𝐾 ([𝛵 + 𝜇]i
*)⊥ ⊇ 𝐾 ([𝛵 + 𝜇]j

*
 ) = 𝐾 ([𝛵 + 𝜇]j )–   

So , we have ([𝛵 + 𝜇]𝑖  )([𝛵 + 𝜇]𝑗  )
–
= 0,   ∀ 𝑖 ≠ 𝑗,  and 1 ≤ i,j ≤ n. and 

(𝛵 + 𝜇 )(𝛵 + 𝜇 )– 

= [

(𝛵1 + 𝜇1)(𝛵1 + 𝜇1)
– 0 ⋯ 0

0 (𝛵2 + 𝜇2)(𝛵2 + 𝜇2)
– ⋯ 0

⋮
0

0
0

⋱ ⋮
⋯ (𝛵𝑛 + 𝜇𝑛)(𝛵𝑛 + 𝜇𝑛)–

], 

Now, we show that   [(𝛵1 + 𝜇1)
– (𝛵2 + 𝜇2)

–  · · ·  (𝛵𝑛 + 𝜇𝑛)–] satisfies the Moore pen-

rose conditions. 

1. [

𝛵1 + 𝜇1

𝛵2 + 𝜇2

⋮
𝛵𝑛 + 𝜇𝑛

]

 

[

𝛵1 + 𝜇1

𝛵2 + 𝜇2

⋮
𝛵𝑛 + 𝜇𝑛

]

 –

[

𝛵1 + 𝜇1

𝛵2 + 𝜇2

⋮
𝛵𝑛 + 𝜇𝑛

]
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= [

(𝛵1 + 𝜇1)(𝛵1 + 𝜇1)
– 0 ⋯ 0

0 (𝛵2 + 𝜇2)(𝛵2 + 𝜇2)
– ⋯ 0

⋮
0

0
0

⋱ ⋮
⋯ (𝛵𝑛 + 𝜇𝑛)(𝛵𝑛 + 𝜇𝑛)–

] [

𝛵1 + 𝜇1

𝛵2 + 𝜇2

⋮
𝛵𝑛 + 𝜇𝑛

] 

= [

𝛵1 + 𝜇1

𝛵2 + 𝜇2

⋮
𝛵𝑛 + 𝜇𝑛

], 

 

2. [

𝛵1 + 𝜇1

𝛵2 + 𝜇2

⋮
𝛵𝑛 + 𝜇𝑛

]

 –

[

𝛵1 + 𝜇1

𝛵2 + 𝜇2

⋮
𝛵𝑛 + 𝜇𝑛

]

 

[

𝛵1 + 𝜇1

𝛵2 + 𝜇2

⋮
𝛵𝑛 + 𝜇𝑛

]

 –

   

 

= [(𝛵1 + 𝜇1)
– (𝛵2 + 𝜇2)

–  · · ·  (𝛵𝑛 + 𝜇𝑛)–] 

× [

(𝛵1 + 𝜇1)(𝛵1 + 𝜇1)
– 0 ⋯ 0

0 (𝛵2 + 𝜇2)(𝛵2 + 𝜇2)
– ⋯ 0

⋮
0

0
0

⋱ ⋮
⋯ (𝛵𝑛 + 𝜇𝑛)(𝛵𝑛 + 𝜇𝑛)–

] 

= [(𝛵1 + 𝜇1)
– (𝛵2 + 𝜇2)

–  · · ·  (𝛵𝑛 + 𝜇𝑛)–] 

= [

𝛵1 + 𝜇1

𝛵2 + 𝜇2

⋮
𝛵𝑛 + 𝜇𝑛

]

 –

, 

3. ([

𝛵1 + 𝜇1

𝛵2 + 𝜇2

⋮
𝛵𝑛 + 𝜇𝑛

]

 

[

𝛵1 + 𝜇1

𝛵2 + 𝜇2

⋮
𝛵𝑛 + 𝜇𝑛

]

 –

)

∗

 

=

[
 
 
 
 
((𝛵1 + 𝜇1)(𝛵1 + 𝜇1)

–) 0 ⋯ 0

0 ((𝛵2 + 𝜇2)(𝛵2 + 𝜇2)
–) ⋯ 0

⋮
0

0
0

⋱ ⋮
⋯ ((𝛵𝑛 + 𝜇𝑛)(𝛵𝑛 + 𝜇𝑛)–)]

 
 
 
 
∗

 

= [

𝛵1 + 𝜇1

𝛵2 + 𝜇2

⋮
𝛵𝑛 + 𝜇𝑛

]

 

[

𝛵1 + 𝜇1

𝛵2 + 𝜇2

⋮
𝛵𝑛 + 𝜇𝑛

]

 –

, 

4.  ([

𝛵1 + 𝜇1

𝛵2 + 𝜇2

⋮
𝛵𝑛 + 𝜇𝑛

]

 –

[

𝛵1 + 𝜇1

𝛵2 + 𝜇2

⋮
𝛵𝑛 + 𝜇𝑛

])

∗

 

= [(𝛵1 + 𝜇1)
–(𝛵1 + 𝜇1) + (𝛵2 + 𝜇2)

–(𝛵2 + 𝜇2) + · · ·  +(𝛵𝑛 + 𝜇𝑛)–(𝛵𝑛 + 𝜇𝑛)]∗, 
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= [

𝛵1 + 𝜇1

𝛵2 + 𝜇2

⋮
𝛵𝑛 + 𝜇𝑛

]

 –

[

𝛵1 + 𝜇1

𝛵2 + 𝜇2

⋮
𝛵𝑛 + 𝜇𝑛

].◼ 

 

Example 3.1 

Let 𝒴 = [
𝒜1

𝒜2
] = [

𝛵1 + 𝜇1

𝛵2 + 𝜇2
] be a block matrix 

 where 𝛵1 + 𝜇1 = [[
1

3
0

0 0
] + [

2

3
0

0 0
]], 

   and   𝛵2 + 𝜇2 = [[
0

1

2

0 0
] + [

0
1

2

0 0
]], 

Clearly 𝛵1 + 𝜇1,𝛵2 + 𝜇2 and 𝒴 are not invertible, but there are uniquely M-PI for them, 

              𝒴– = [(Τ1 + 𝜇1)
–      (Τ2 + 𝜇2)

–] 

               = [[[
1

3
0

0 0
] + [

2

3
0

0 0
]]

–

      [[
0

1

2

0 0
] + [

0
1

2

0 0
]]

–

] 

               = [
1 0
0 0

0 0
1

2
0 ]. 

𝐾 ((𝛵1 + 𝜇1)
*) ∩ 𝐾 ((𝛵2 + 𝜇2)

*) = {0}. 

 

Example 3.2 

Let 𝒴 = [

𝒜1

𝒜2

𝒜3

] = [

𝛵1 + 𝜇1

𝛵2 + 𝜇2

𝛵3 + 𝜇3

] be a block matrix 

 where 𝛵1 + 𝜇1 = [[
1

2
0 0

0 0 0
] + [

1

2
0 0

0 0 0
]] 

   and   𝛵2 + 𝜇2 = [[0
3

5
0] + [0

7

5
0]] 

   and   𝛵3 + 𝜇3 = [[
0 0 0
0 0 2

] + [
0 0 0
0 0 1

]] 

Clearly 𝛵1 + 𝜇1, 𝛵2 + 𝜇2, 𝛵3 + 𝜇3 and 𝒴 are not invertible, but there are uniquely M-PI 

for them, 

              𝒴– = [(Τ1 + 𝜇1)
–      (Τ2 + 𝜇2)

– (Τ3 + 𝜇3)
–] 

= [[[
1

2
0 0

0 0 0
] + [

1

2
0 0

0 0 0
]]

–

      [[0
3

5
0] + [0

7

5
0]]

–

[[[
0 0 0
0 0 2

] + [
0 0 0
0 0 1

]]]

–

]  

               = [

1 0 0 0 0

0 0
1

2
0 0

0 0 0 0
1

3

 ]. 

K ((Τi + μi)
*) ∩ K ((Τj + μj)

*) = {0}.    i, j = 1,2,3. 



Wasit Journal for Pure Sciences Vol. (2) No. (3)  

95 

 

 

4 Conclusion 

       In this paper, we deduced some developed lemmas for a study a new class of equa-

tions(𝛵𝑖 + 𝜇𝑖)𝒳 = 𝒰𝑖 , 𝑖 = 1,2, of sum two of Hermitian operators and the existence of 

common (H-s) to summing two equations of operators are obtained. Also, M-PI of a 

𝑛 ×  1 block summing two matrix of operators has been proved, with the application 

of illustrative examples that showed the efficiency of the solution for the proposed sys-

tem. 
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