Wasit Journal for Pure Science Vol. (2) No. (3)

On Third-Order Differential Subordinations and Superordina-
tions Results for Univalent Analytic Functions Defined by a New

Operator
Waggas Galib Atshan -9
University of Al-Qadisiyah, Diwaniyah- Iraq.
waggas.galib@qu.edu.iq
Ali Abdul-Hassan Salamah 9
University of Al-Qadisiyah, Diwaniyah- Iraq
lyslamh890@gmail.com

Abstract: In the current paper, we obtain sandwich theorems for univalent
functions by using some of the finding of Third-order differential subordination
and superordination for univalent functions defined by a new operator

R'f(2).

Keywords: Analytic function, Univalent Function, New Operator, Differential
Subordination.

2010 Mathematics Subject Classification: 30C45.

1-Introduction and Definitions
Let W = W(D) be the class functions which are analytic in the open unit disk
U=1{z€C:|z1 <1}.Forn € N and a € C .Let W[a,n] be the subclass of W and
Wla,n] = {f € W:f() = a+ az" + a2 + .}, (@€ ©)
Let A denote the subclass of W of functions f of the form:
f@) =z+XL, a7 (a2 0,a€0), (1.2)
Suppose f and g are analytic functions in W. We say that f is subordinate to g, or
g is superordinate to f in U, and write f < g, or f(z) < g(z), if there exists a
Schwarz function w in U , which with w(0) = 0, and |w(z)| < 1, (z € U) ,where
f(z) = g(w(z)). Furthermore, if g is univalent in U, we have(see[8]), f(z) < g(z) if
and only if f(0) = g(0)and f(U) c g(U)z € U.
Definition(1.1)[1]: Let @:C* x U — C and suppose that the function K(z) be univa-
lentin U. If p(2) is analytic in U and satisfies the following:

B((2),7 9 (2),7°p" (2),7°p"" (2); ) < K(3), (1.2)
then p(z) is called a solution of the differential subordination (1,2). Furthermore,
given univalent function p(z) is called a dominant of the solution of the differential
subordination (1.2) if , (z) < q(z) for all p(z) satisfying (1.2). A dominant ¢(z) that
satisfies G(z) < q(z) for all dominant q(z) of (1.2) is said to be the bsst dominant.
Definition (1.2)[3,24]) : For f € A ,we define An operator R*: A — A
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D) =5+ ) [1+ (s~ D3I az", (n € N). (13)
k=2
When § = 1, we get Salagean's differential operator (see[3]),
and
LA
Jsaf (3) =7+ ; (p " aL) axz* (1.4)

(€ U,a € C\Zo, Z = {0,—1,-2, ..}, € C (see[24]).
We define the new operator

R' = D"+,
ok ay®

Rf@ =2+ (15) 1+ 0= DoPag (15)
k=2
1 1-6

zRf(2) =R f(3) ———Rf(2). (1.6)

Definition(1.3)[1]: Let Q the set of all functions g thatt are analytic and univalent on
U|E(q), where U = U U {z € 9U}, and

E(q) ={g€0U:q(z) =} .7
and min | q'(g) | =p > 0 for g € AU\ E(q). Further, let the subclass of Q for which
q(0) = a, be denoted yy Q(a), and Q(0) = Qo, Q(1) = Q;.
The subordination methodology is applied to appropriate classes of admissible func-
tion .
The following class of admissible functions is given by Antoniuo and Miller (see[1]) .
Definition (1-4) [1]: Let Q bea setin C. Also g € Q and n € N/{1}, N being the set of
positive integers. The class H, [, q] of admissible functions consists of those func-
tions K:C* x U - C, which satisfy following admissibility conditions :

K(es,1t) € Q,
whenevere = q(g), s=keq'(c), R G + 1) > kR(&Z,(S) +1)
2.1
and RE) = sz(%) (where 7z € U,5.€ dU|E(q) k= 2).

Lemma (1.5) ,below is the foundation result in the theory of third order differential
subordination .

Lemma(1.5)[1] :Let W[a,n] withn>2and q € Q, satisfy the following conditons

gq" (g) zp"' (2)
R<q,@)2 e s
(where z € U,g € dU|E(q) k=2).IfQisasetinC, @ € Hy[Q,q]
and {0(p(2),20' (), 7*p" (2),2°p°(2); )} € Q.
Then p(z) < q(2).
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The notion of the third-order differential subordination can be found in the work of
Ponnurasy and Juneja [10] .The recent work by several authors (see exam-
ple[4,5,6,7,8,15,22,23,26,27]) on the differential subordination attracted many re-
searchers in this field .For example (see[2,3, 9,10,11,12,14,16,17,18,20,21,25,26,27]).

In the present paper, we investigate suitable classes of admissible functions asso-
ciated with new an operator R"™f(z)

2-Results Related to the Third-Order Subordination:

In this section , we start with a given set Q ,and given function q , and we determine
a set of admissible new operator ,so that (1.2) holds true .For this purpose , we intro-
duce the following new class of admissible functions which will be required to prove
the main third-order differential subordination theorems for new the operator R™f(z)
defined by (1.5).

Definition (2.1): Let Q bea setin C, g € Q, N W, .The class H;[Q, q] of admissible
functions consist of those functions:

g:C*xU-C.
That satisfy the following admissibility condition: @(a, b,¢,ds; z) € Q,
whenever a=q(g), b=7gq'(g),

¢—(1-8)[26—-(1-6)a] gq" (8)
Re< 526 — 52(1 = 8)3 )21’{Re(—q’(g) +1>,

And
bd—3¢—(1-8)[A-8)b+1+68)a]l+2(2-68)b 2q"
Re ¢—( )[( )b+ ( )al + 2( ) > 12Re &4 (&)'
526 —62(1—6)a ’ q'(e)
(where z€ U,g€ dU|E(q) k= 2).
Theorem (2.1): Let @ € H;[Q, q].If the function f € A, and q € Q, ,satisfy the fol-
lowing conditions :
n Rn
R(&q’ (a)) >0 | ! ,f(z)
q'(e) q'(2)

| <k (2.1)

And
{OR"f(2), R f(3), R %f (), R"**f (2);2):2 € U} € Q, (2.2)
Then

R"'f(z) <q(z) (z€U).
Proof: Define the analytic funcoion p(z) in U by

p(») =R"f(2). (2.3)
From equation (1.6) and (2.3), we have
R"™1f(z) = 87p'(z) + (1 — 8)p(3) . (2.4)
By a similar argument, we get
R™2f(z) = 6%3°p" (z) + 6(2 — 8)zp'(3) + (1 — 6)*p(2), (2.5)
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and

R"3f(z) = 6323p"'(2) + 36%2%p" (2) + 8[(2 — 8) + (1 — 8)%1zp' ()
+ (1 - 8)3*p(2). (2.6)

Define the transformation from C*to Cby
agsrt)=e¢, blesrt =085+ (1—0)e
¢(es11) =8r+8(2—8)s+(1-8)7%, 2.7)

di(e,5,1,1) = 831+ 38%r + 8[(2 — 8) + (1 — 8)%]s
+ (1 - 8)%e. (2.8)

Let K(e,s,1,1) =0(a,b,6,d)

=0(e, 85+ (1 — 8)e, 8%r + 6(2 — &)s + (1 — 8)%e, 83t + 38%r + 6[(2 — 6)
+(1-8%s+(1-83%). (2.9

The proof will make use of lemma (1.5) using the equations (2.3) ,and (2.6) ,and
from the equation (2.9) , we have

Kp@),29' @), 2°p"(2),7°0" (3);2)
= 0 R"f(2), R™1f(3), R"*2f(2), R"*3f (3) ). (2.10)

Hence ,clearly (2.2) ,becomes
Kp®),29'(2).3°p" (2),5°p"" (2);2) € Q,

we note that

P ¢—(1-8)26—(1— )]
st sp-a-oa

and
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§ d—3¢—(1-8)[1-5b+(1+8)al +22— &b
s 82[6 — (1 — 8)a] '

Thus clearly ,the admissibility condition for @ € H;[€Q, q] ,in definition (2-1) is
equivalent to admissibility codition K € H,[Q, q] as given in definition (1.4) , with
n=2.

Therefore \by using (2.1) ,and lemma (1-5) , we have
R"f(z) <q(2).
This proof is complete of theorem (2.1).

Our next result is consequence of theorem (2.1), when the behawior of q(z)on aU is
not known .

Corollary (2.1): Let Q € C ,and let the function q be univalent in U with q(0) = 1
Let @ € Hy[Q, q,] for some p € (0,1), where q,,(3) = q(pz) .If the function f €
A, ,and q, satisfies the following conditions :

") R™1f(2)
R mﬁ_) > =z W < >
e(qp,@ 20, | TP <k (3€UseaUlE@M,) k2 2),

and B R*f(2),R"™*1f(z), R™?f(3),R"*3f(2)) € Q.
Then

R"f(z) <q(z), (z€U).

Proof: By applying theoeem (2.1) ,we get

R'f(z) <q(z) (z€U)

The result asserted by Corollary (2-1) ,is now deduced from following subordination
property
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q,(z) <q(z), (z€U).
This proof is complete of corollary (2.1).

If Q # C,is simply —connected domain ,the Q = M(U) ,for some conformal
mapping M(z) of U on to Q .In this case the class H;[M(U), q] is written as
H;[M, q].

This leads to the following immediate consequence of theorem (2.1).

Theorem(2.2): Let @ € H;[M, q].If the function f € A ,and q € Q, , satisfy the
following conditions :

Re <QZ:($)) >0, | % | <k (2.11)
and
PR f(2), R f(2), R"2f (), R***f(2);2) <M(z), (2.12)
then

R"f(z) <q(z), (z€U).
The next result is an immediate consequence of corollary (2.1) .

Corollary (2.2): Let Q € C,and let the function g be univalent in U with q(0) = 1
Let @ € H4[Q, q,] .for some p € (0,1), where q,(z) = q(pz) .If the function f €
A, and q, , satisfies the following conditions :

a%"(a)) > R™ 1) | >
Re(® ) >0, | ET/D| <k (3eU,qeaUlE@,) k>2),

and G(R"f(2), R"*f(2), R"2f(2),R"*3f(2);2) < M(2),

then
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R"f(z) <q(z) (z€U).

The following result yield the best domianant of differential subordination (2.12) .

Theorem(2.3): Let the function M be univalent in U .Also #: C* x U - C ,and K
given by (2.9) .Suppose that following differential equation

Kp@).29' (2),2*0" (2),2°p"" (2);2) = M(z), (2.13)

has a solution q(z) with q(0)=1, which satisfies the condition (2.1) .If f€ A4,
satisfies the condition (2.12) ,and if

B(R™f(2), R"f(2), R"**f(2), R"*3f(2); 2) is analytic in U,

then

R"f(z) <q(z), (z€U)
and ¢(z) is the best dominant .

Proof: From theorem (2.1) , we see that q is a dominant of (2.12) .Since q satisfies a
solution of (2.13).

Therefore ,q will be dominant by all dominants .Hence q ,is the best dominant .This
completes the proof of theorem (2.3) .

In view of definition (2.1) ,and in special case when q(z) = Gz (G >
0), the class H;[9Q, q] ,of admissible functions ,denoted by H;[Q, G] is expressed
follows .

Definition(2.2); Let Q be setin C ,and G > 0.The class H;[Q, G] ,of admissible
functions consists of those functions @: C* x U — C such that

3(Ge'®, [6D + (1 — 6)]Ge®, 82E + [6(2 — 8)D + (1 — 6)2]Ge'®, 83L + 36%E
+(8[(2-8)+ (1 - 8)*ID + (1 - 8)*)Ge™)
¢Q, (2.14)
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where (z € U),

Re(Ee™) > (k- 1)kG
and Re(Le™®) >0, VOER,k=>2.

Corollary(2.3); Let @ € H;[Q,G] .If the function f € A, satisfies the following
conditions

IR"f(z)| <kG, (z€U;k=2;G>0),
and
(R*f (), R"™'f(2), R"**f(2), R"**f(2);3) € Q,
then R*"f(2)| <G,

In special case, when Q = q(U) = {w: |w| < G}, the class H;[Q, G] is simple
denoted by H;[G] .Corollary (2.3) can be rewritten in the following from .

Corollary(2.4); Let @ € H;[G] .If the function f € A, satisfies the following
conditions:

R*"f(2)| <kG,  (z€U;k=2;,G>0),
and
IR"f(2), R""*f(2), R""**f (2), R""**f (2); 7| < G,
then R*f(2)| <G.

Corollary (2.5); Letk > 2,0 # q € C,and G > 0. If the function f € A satisfies
the following conditions:

IR™1f(2)| < kG
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and
IR**1f(z) — R*f(2)| < Gz,
then R*f(2)| <G.
Proof; Let ¥(a,b,¢,d) = b —a,and Q = M(U),where
M(z) = Gz (G > 0).

Use corollary (2.3) , we need to show that @ € H;[Q, G] ,that is the admissibility
condition (2.14) is satisfied .This follows readily , since it is seen that

|@(Q:6v§';df.2)| = |l,{_ 1| = Gx

wherez € U,V60 € R,and k > 0 .The required result now follows from corollary
(2.3) .This completes the proof .

Definition(2.3): Let Q be asetin C, q € Q; N A; .The class H; 1 [Q, q] of admissible
functions consists of these function @ : C* x U - C ,which satisfy the following
admissibility conditions:

?(a,b,6,d;2z) & Q,
whenever a=q(e), b=25gqg'(e) +q(®),

)
q'(g)

R (c—ZE)—(l—Z(S)q +1)

56— )ZKR(

and

Re (d, -~ 3B+38)s—([6B+8)+3]+(3+38)(2-8)b

6%(b—2a)
_[B+38)(1-8)-5B+8)—2]3 , (qzqfw(g))
56~ 2) )21‘ kel v® )
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(where 7z €U, € QU|E(q) k= 2).

Theorem(2.4): Let @ € H;4[Q, q].If the function f € A4, and q € Q; ,satisfythe
following conditions :

| <k (2.15)

= )

gq'' (g) R"f(z)
Re( q'(g) ) 20, | 2q'(z)

and

n n+1 n+2 n+3
{é<Rf(z)'R @ B"?f() R f(%);z>:%eg}cg,

2.16
Z 7 7 7 ( )

then

Rn};@ <4q(z), (z€U).

Proof: Define the analytic function p(z) in U by

p(@) = 8 2@) : (2.17)

From equation (1.6) and (2.3), we have

Rn+1
i O = 6zp'(z) + p(2). (2.18)

By a similar argument, we get

Rn+2
BTG _ sppr + 6@+ 0w @) +p@, (219)

and

10
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Rn+3
BTG _ 5530 p) + 823 + 38125 () + 813 + 8) + 312’ ()

+ p(2). (2.20)
Define the transformation from C* to C by
alesrd=¢, blesnp=208s+e
s(esrt) =8r+82+8s+e, (2.21)
and
d(es1,1) =83+ 623 +38)r+6[6(3 +6) + 3]s +e.(2.22)
Let K(es 11 =0(,b,6d)

=0(e, 85 +¢e,6%r+ 82+ 8)s +e,8%+6%3 +38)r+6[6(3 +08) + 3]s
+e). (2.23)

The proof will make use of lemma (1.5) using the equations (2.17) ,and (2.19) ,and
from the equation (2.23) , we have

K(p@®).29' (2),3°p" (2),3°p" (2); 2)
_ g<R"f(z) R™'f(z) R"*f(z) R"*f(2) )
s oz 3 5 )

(2.24)

Hence ,clearly (2.16) ,becomes

K(p®).29'(2),2°p" (2),2°p"" (2); 2) € Q,
we note that

—264+(1-26
Foq.2$ ( )a
s 6(b—2)

and

11
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t_ b= B+38)¢—([6B+6)+3]1+ B +38)(2-96)b

$ 82(b—2)
[B+38)(1—8)—63B+6)—2]a
B 82(b — 3) '

Thus clearly ,the admissibility condition for ¢ € H;1[Q, q] ,in definition (2-3) is
equivalent to admissibility codition K € H,[Q, q] as given in definition (1.4) , with
n = 2.Therefore ,by using (2.15) ,and lemma (1.5), we have

R"f(z)
7 < q(2).

If Q # C ,is simply connected domain ,the Q = M(U) ,for some conformal mapping
M(z) of U on to Q .In this case the class H;,[M(U), q] is written as H; 1[M, q] .

This leads to the following immediate consequence of theorem (2.4) ,is stated below

Theorem(2.5): Let @ € H;;[M, q].If the function f € A ,and q € Q, ,satisfy the
following conditions :

£q" () R™'f(z)
()= | = o
and
n n+1 n+2 n+3
Q<Rf(z),R f(z)’R f(z)’R f(z);z> <M@), (2.26)
z Z Z 3
then

R"f(z)

<q@) (Ze).

In view of definition (2.3) ,and in special case when q(z) = Gz (G >
0), the class H;[Q, q] ,of admissible functions ,denoted by H; 1 [Q, G] is expressed
follows .

12
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Definition(2.4); Let Q be setin C ,and G > 0.The class H; 1 [Q, G] ,of admissible
functions consists of those functions @: C* x U — C such that:

?3(Ge'?, [8D + 1]Ge'®, 8%E + [6(2 + 8)D + 1]Ge'?, 3L + 6%(3 + 36)E
+ (8[6(3+8)+3]D+1)Ge®®) ¢ Q, (2.27)

where (7 € U), Re(Ee™*®) = (k — DkG
and Re(Le™®) >0, VOER,k=>2.

Corollary(2.6); Let @ € H;;[Q,G] .If the function f € A, satisfies the following
conditions:

Rn+1
@ <kG (z€eU;k=2;G>0),

and
) Rn Rn+1 Rn+2 Rn+3
Q(, f(z),, f(z)', f(z)', f@;z> cq,
Z Z 7 Z
then |@| <G.

In special case, when Q = q(U) = {o: |w| < G}, the class H;1[Q, G] is simply
denoted by H; 1[G] .Corollary (2.6) can be rewritten in the following form .

Corollary (2.7); Let @ € H;1[Q, G] .If the function f € A satisfies the following
conditions:

R"f(2)
Z

‘SkG, (z€Uk=2;G>0),

and

<G,

‘é,(R"f(z) R™1f(z) R"2f(z) R""*f(z) )
s |z 3 3 7

13
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Rn
then |$| <G.

Definition(2.5): Let Q be a setin C, g € @, N A; .The class H; ,[€, q] of admissible
functions consists of those functions @ : C* x U — C ,which satisfy the following
admissibiliy conditions:  @(g,b,¢,d52) € Q,

5eq’ () +(q(e)?
whenever =q(g), b= ST
Re <c6 +23% - 3216) - (&q”(a) N 1)
6(b—23) o (&)
and

Re([(bg — ab + a2 + &a][bd, — bg + ap — a% — ba] —63 (¢c—6)—[b(¢c—8—

33) + a(d + 23)][b(56 — 53— ¢+ 26) + a(é + 23) + [(E)(g' 33—6)+a(d+
2a)]% — (b — a)[ap(6% — a + 4b) + 6(6% + 86 — 262) — a(6 + a + 6%3 — a2)]] *

[8(6 - )] ™) > K*Re(“LD)

(where z € U,g € QU\E(q),k=2).

Theorem(2.6): Let @ € H;»[Q, q].If the function f € A, and q € Q; N A ,satisfy the
following conditions :

" n+2
Re(qq (ﬁ)) >0, | R"f(z) | <

o) RS (z) (2.28)

and

{Q (R"“f(z) R™2f(z) R"f(z) R"**f(z)

Rf(z) 'R 1f(z)’ R**2f(z)  Rn+3f(z)’ )'Z € U} cQ, (2.29

then

14
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R"f(3)

R"f () <q(2), (z€U).

Proof: Define the anayytic function p(z) in U by

_ R™If(2)
p(z) = R (2.30)

From equation (1.6) and (2.30), we have

R™?f(z) _ 87p'(3) + (P(®))* _

Rifm) . p@) V. @30
By a similar argument, we get
R™*f(z) _ . 2.32)
R 2f(z) '
and
R™*f(z) ) 1n y-2m2
Ry = BB E VD VR (2:33)
where
827%p" (3) + 8°29'(2) _ (879’ (@))°
_9'@ + (@) | p(@) < p() ) +87p(2)
p(@) d7p'(z) + (p(3))?
p(2)
_8°7°p"(3) + 8%2p'(g) <5%ﬁ’(z)>2 ,
k= P@ p ) TP @
and

15
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5% (3) + 38%5%" (2) + 8%2p'(2) _ 38%3°p'@p" () + 3(820' ()"
p(2) (p@)”

Z 6%?’(%) g 62 2.1 62 !
o + 6°7°p" (z) + 6°2p' (2).

D=

We now define the transformation from C* to C by

85 + ¢
Q(Q' S' I" t) = Q ’ b(Q; $: I" ;) = Q = Si

2 2 2
, Ereds (o,

Cesrp=2T¢ @ &; =, (2.34)
e
and
d(esrt) =C+C L+ G —$72L7, (2.35)
where L = Fredls _ (%)2 + &8s
and

G- 83t +36%r+ 8% 368%rs + 36352
T e e

6 3
+2<€$> + &%r + 6%

Let K(e,5,1.1) = 0(a,6,¢,d)
=0(e,S,CC+ C L+ G1s — S2L2)). (2.36)

The proof will make use of lemma (1.5) using the equations (2.30), and (2.33) ,and
from the equation (2.36) , we have

16
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K® @), 29 (2),2*p" (2),2°p"" (2); 2)
p <R"+1f (z) R™2f(z) R"*3f(z) R™™f (z)

T\ RY@ 'R"“f(z)'R"”f(z)’R"”f(z)’Z)' (2:37)

Hence ,clearly (2.29) ,becomes

K®(), 29 (2),2°9" (2),2°p"" (2);2) € Q.

We note that

r 1_c6+2q2—36q
$ s(b-3)

and
§=[(bc—ekf>+a€+8a][6d:—6c+a6—a2—8a]—ﬁs(c—b)—[ﬁ(c—ts—?’a)

+ a(6 + 2a)][6(56 — 58— ¢+ 28) + a(6 + 2a)
2

+ % [(b(¢ — 33— &) + a(é + 2a)]> — (b — a)[ap(8% — a + 4b)
+ 6(8% + 86 — 26%) — a(8 + 8a + 6%a,— a2)]] = [6%(b — )] 1.

Thus clearly ,the admissibility condition for @ € H;,[Q, q] ,in definition (2.5) is
equivalenttto admissibility condition K € H,[Q, q] as given in definition (1.4) , with
n = 2.Therefore ,by using (2.30) ,and lemma (1.5) , we have

R™1f(2)
< .

rr 9P
This completes the proof of theorem (2.6).

If Q # C ,is simply connected domain ,the Q = M(U) ,for some conformal mapping
M(z) of U on to Q .In this case, the class H; ,[M(U), q] is written as H; [M, q] .

This leads to the following immediate consequence of theorem (2.6) ,is stated below
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Theorem(2.7): Let @ € H; 1[Q, q].If the functions f € A ,and q € Q, ,satisfy the
following conditions (2.29) ,and

,<R"“f(z) R™%f(z) R"*f(z) R™*f(2)

g R"f(z) ’ R () ’ R 2f(z) ’ R™3f(2) ’ Zv) < M(2),

then

R"1f(z)

@) <q(z), (z€U).

Definition(2.6): Let Q be a setin C, g € Qo N Ay with q'(z) # 0 .The class
H';[Q, q] of admissible functions consists of these functions

g:C*xU-C
That satisfy the following admissibility conditions:
?(a,b,¢,d) € Q,

whenever a=q(z), b=252q9'(2)

Re (C —(1-8[26-(1 - 5)61]) > %Re(&lf’(a) +1)

82— 82(1 - 6)a q'(g)

and

> —_
576 — 62(1 — )3 Rel 9@

(d, -3¢c—-(1-8)[A1-8€)b+ A +6)3a]+2(2— 6)6) 1 (q%;’”(g))
Re > ,

(where z € U,g € dU|E(q) h=2).

Theorem(2.8): Let @ € H';[Q, q].If the function f € A, and R*f(z) € Qo ,and q €
W, ,with q'(z) # 0, satisfy the following conditions :
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| <h, (2.38)

7q" (z) R"f(z)
Re( q'(z) ) 20, | q'(z)

and
BR"f (), R" £ (2), R"**f (2), R (3); 2),
is univalent in U, then
Q c {BR™f(2), R™*'f(2), R***f (3), R"*3f (2); 2): 3 € U}, (2.39)
implies that 4@ <R"'f(3), (z€U).

Proof: Let the function p(z) be defined by (2.3) and @ by (2.9) .Since H';[Q, q]
.From (2.10) and (2.39) ,we have

Q< {Ke®@.,39'(2),3°p" (2),3°p" (2);2): 3 € U}.

From (2.9) ,we see that the admissibility condition for K € H';[Q, q] in definition
(2.6) is equivalent to the admissibility for @ € H',[Q, q] as given in definition (1.4)
withn = 2.

Hence @ € H',[Q, q] and by using (2.39) and lemma (1.5), we find that
q(z) <R"f(z) (z€U).
This completes the proof of the theorem (2.8) .

If Q # C,is simply —connected domain ,then Q = M(U) ,for some conformal
mapping M(z) of U on to ( .In this case the class H';[M(U), q] is written as
H’i[M’ q] .

This leads to the following immediate consequence of thearem (2.8) is stated below.

19



Wasit Journal for Pure Science Vol. (2) No. (3)

Theorem(2.9): Let @ € H',[M, q] and .If the function f € A, and R"f(z) €

Qo ,and q € W, ,with q'(z) # 0, satisfy the following conditions (2.38) and the
function

BR"f(2), R f(2), R (2), R***f(3); 2)
is univalent in U, then
M(@3) < B(R"f(2), R™'f(3), R"**f(2), R""**f(2); 2), (2.40)
implies that q(z) <R"f(z) (z€ ).

Theorem (2.8) and (2.9) ,can only be used to obtain subordination for the third-order
differential superordination of the form (2.39) or (2.40). The following theorem
given the existence of the best subordinant of (2.40) for suitable @.

Theorem(2.10): Let the function M be univalent in U .Also K: C* x U — C ,and
@ given by (2.9) .Suppose that following differential equation:

K®2),29 (2),2°0" (2),2°p"" (2);2) = M(z), (2.41)

has a solution q(z) € @, .If f € A ,and R*f(z) € Qo ,and if q €
W, , with q'(z) # 0, satisfying the condition (2.38) ,and if the function

B(R™f(2), R"*1f(2), B2 (3), R"*3f (3); 2)is analytic in U,
then
M(z) < B(R™f(2), R**1f(2), R"*2f (2), R"*3f (3); 2),

implies that q(z) <R"f(z), (z€U)

and q(z) is the best subordinant.
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Proof : By applying theorem (2.8) and (2.9) , we deduce that q is a subordinant of
(2.40) .Since q satisfies (2.41) ,it is also a solution of (2.40) and therefore, q will be
subordinant by all subordinants .Hence q is the best subordinant .This completes the
proof of the theorem (2.10) .

Definition(2.7): Let Q be a setin C, ¢ € Wy with q'(z) # 0 .The class H'; 1 [Q, q]
of admissible function consists of those functions @ : C* x U - C ,wwhich satisfy
the following admissibility conditions:

?(a,b,6,d52) € Q,

whenever a=q(z), b=46zq9'(z) + (1 -8)q(z),
¢—2b6—-(1-28)3)\_1 &q”(a)
Rr( 506 - ) ) = H’“’( 7@ 1)
and

Re (d, —3+38)c—([6B+8)+3]+(3+38)(2-8)b

8%(b—2a)
_[B+38)(1-8)-8B+9) - 2]q> 1 1. < 2‘1”'(&))
82(b-2) R\ a@E )

(where z € U,g € QU\E(q) ,h= 2).

Theorem(2.11): Let @ € H; 1[Q, q].If the function f € 4, and 2 f@
Q.,and q € W, ,with q'(z) # 0, satisfy the following condltlons :

(2.42)

&q'' (&) R"1f(z)
R(’(a)) o | 2q'(z) [<h

and

the function

) ’ )

< (R'f(2) R™1f(z) R™2f(3) R"*3f(3)
“ 3 3 z 3 %
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is univalent in U, then

n n+1 n+2 n+3
0c {ﬁ (R Z(Z)’R Zf(z)’R Zf(z)’R Zf(z);%):% c U}‘ (2.43)

<q(z), (z €U).

n
implies that %@

Proof: Let the function p(z) be defined by (2.17) and K by (2.23) .Since
¢ € H';1[Q q] .We find from (2.24) and (2.43) ,we have

Q< {Ke®@.,39'(2),2°p" (2),3°p" (2);2): 3 € U}.

From the equations (2.21) and (2.22) , we see that the admissibility condition for @ €
H'; 1[9Q, q] in definition (2.7) is equivalent to the admissibility for @ € H',[Q, q] as
given in definition (1.4) with n=2.

Hence @ € H',[Q, q] and by using (2.43) and lemma (1.5) ,we find that

Rn+1
q(z) < Tf@ (z € U).

This completes the proof of the theorem (2.11) .

If Q # C ,is simply —connected domain ,then Q = M(U) ,for some conformal
mapping M(z) of U on to Q .In this case the class H'; 1 [M(U), q] is written as

H’i,l [M' q] .

This leads to the following immediate consequence of theorem (2.11) is:

Theorem(2.12): Let @ € ', , [M, q] and .If the function f € 4, and —Rn’;@ €

Q,,and q € W, ,with q'(z) # 0, ,satisfying the following conditions (2.42) and
the function

(z(R"f(z) R™1f(z) R"2f(z) R"*f(z) )
s |z 1z 3 ¢
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is univalent in U, then

. R™ Rn+1 Rn+2 Rn+3
M(Z)<@(‘ );(z)’, f(z)’, f(z)‘, f(%);%)

7 7 7

implies that q(z) < @, (z € U).

Definition(2.8): Let Q be a setin C and g € W; with q'(z) # 0 .The class
H';1[Q, q] of admissible functions consists of these functions @ : C* x U - C
, which satisfy the following admissibility conditions:

?(a,b,¢ d;z) €Q,

! 2
whenever a=q(z), b=20@ra@"

q(z)

c6+2a2—346) 1 <aq”(a) )
R( 6(b—a) 2hR q'(g) 1)

and

Re([(bs — ap + a? + 8a][bd — b¢ + ap — a* — 8a] — 6 (¢ — b)

— [6(¢ — 8 —3a) + (6 + 2a)] [6(56 —53—¢+28)

2
+a(8+22) + 55 [(B(s — 3a.- 8) + (8 + 2)]?

— (b — a)[ab(8% — a + 4b) + (82 + 6b — 262)

«[82(6 —a)]™1) Zh—lzRe(

y i
— 5\(6 + (Sék-i- 626\— 5\2)] g€q (ﬁ))'

q'(g)

(where z €U, € QU|E(q) h=2).
e b : R™1f ()
Theorem(2.13): Let @ € H;,[Q, q].If the function f € 4,and ———= €

R"f(2)

Q,,and q € W, ,with q'(z) # 0, ,satisfy the following conditions :
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" n+1
Re<qq (a))zo' | R"f(z) | < 2.44)

q'(g) Rf(3)

and

g<R"“f(z) R™?f(z) R"*f(z) R"*f(z) )
R f(z) 'RM1f(7)" R**2f(z) R"+3f(z)’

is univalent in U, then

n+1 n+2 n+3 n+4
Qc{gC‘ f@) R f(@) R3f(5) R™*f(z)

Rf(z) 'R*™1f(3) R*2f(2) RA3f(z)’ ) S U},(2.45)

N S ()
implies that 4(2) <z~ GEU).

Proof: Let the function p(z) be defined by (2.30) and K by (2.36) .Since
0 € H';5[Q, q] .We find from (2.37) and (2.45) ,we have

Q < K@) 29'(),3°p" (2),2°p" (2);2): 3 € U}.

From the equations (2.34) and (2.35) , we see that the admissibility condition for @ €
H';,[Q, q] in definition (2.8) is equivalent to the admissibility for K € H',[Q, q] as
given in definition (1.4) with n = 2.

Hence K € H',[Q, q] and by using (2.44) and lemma (1.5) , we find that

R"1f(z)

1(2) < R"f(2)

(z € U).

This completes the proof of the theorem (2.13) .

If Q # C, is simply —connected domain ,then Q = M(U) ,for some conformal
mapping M(z) of U on to Q .In this case the class H'; ,[M(U), q] is written as

H';2[M,q] .
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This lead s to the following immediateconsequence of theorem (2.13) is:

A . n+1
Theorem(2.14): Let @ € H',,[M, q] and .If the function f € 4, and RRnf{g) €

Q.,and q € W, ,with q'(z) # 0, , satisfying the following conditions (2.44) and
the function

Q<R"“f(z) R™2f(z) R"*f(z) R"*f(z) )
Rf(z) 'R™1f(z) R™2f(z) R"*3f(z)’

is univalent in U, then

R™1f(z) R"™2f(z) R"*3f(z) R*"*f (z) )
M) < ”( Rif@) Ry R () RO f(5)
implies that q(z) < R;:;gf). (z €U).

By combining theorem (2.2) and (2.9) , we obtain following sandwich-type theorem .

Theorem (2.15): Let M; and q, be analytic functionsin U .Also let M, b e
univalent function in U ,and q, € Q; with q,(0) = q,(0) =1and J €
H'i[Mp‘h] nH', [M,, g,].If the function f € A, with R"f(z) € Qo N A, , and the

function
B(R™f (), R™*f(2), R"**f(2), R""**f(2); 3),
is univalent in U,and if the condition (2.1) and (2.38) are satisfied,
then
M1(z) < BR™f(2), R f(2), R"**f(2), "3 £ (2); 2) < M2(3),

implies that q:1(z) <R"f(z) < q2(2), (z€U). (2.46)

On the other hand ,we combine theorem (2.5) and (2.12) ,we obtain the following
Sandwich-type theorem
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Theorem (2.16): Let M; and q, be analytic functions in U .Also let M, be
univalent functi o nin U ,and q, € Q with q,(0) = q,(0) =1and @ €

H’M[Ml,ql] n H 1Mz, g, ].If the function f € A, with ——= B f@ € Q1 N A, andthe
function

@(R"f(z) R™f(z) R"**f(z) R"**f(z) )
s 3 1z 3 %)

is univalent in U,and if the conditions (2.15) and (2.42) are satisfied,

then
n n+1 n+2 n+3
M () < <R f(z) R f(z) R f(z) R f(z) )<M2(Z)
7 7
implies that q.(z) < 2% f@) <qy(z), (z€U). (2.47)

Theorem (2.17): Let M; and q, be analytic functions in U .Also let M, b e
univalent functio nin U ,and q, € Q; with q;(0) = q,(0) =1and @ €

’ ’ ; 0 B ec)
H',,[M1,q1] N 1';,[My, q2]. If the function f € 4, with R”f(z)z € Q;NA,; , and the

function

Q(R”“f(z) R™2f(z) R"*f(z) R""*f(z) )
R*f(z) 'R"1f(z) R**2f(z) R"*3f(z)’

is univalent in U, and if the condition (2.28) and (2.44) are satisfied,

then

@ < ( R™!f(2) R™*f(2) R""*f(3) R""*f(3)

Rnf(%) Rn+1f(ZJ) Rn+2f(%) Rn+3f(z,) )< MZ(ZJ))

R1f(7)

implies that 0:1(2) < s

<qy(2), (z€U). (2.48)
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